
Canton-Massillon PM2.5 Nonattainment Area 
Monitor Missing Data Analysis 
 
The current Canton-Massillon nonattainment area is located in northeast Ohio and 
includes Stark County. 
 
The area has two monitors measuring PM2.5 concentrations, which are operated by the 
Air Pollution Control Division of the Canton City Health Department.  
 
Annual Standard 
 
A listing of the design values based on the three-year average of the annual mean 
concentrations from 2009 through 2011 is shown in Table 1. The design values 
calculated for the Canton-Massillon area show that the annual PM2.5 NAAQS has been 
attained. 
 
 
Table 1 - Monitoring Data for the Canton-Massillon area for 2009 – 2011 

 

 
 
Source: U.S. EPA Air Quality System (AQS); http://www.epa.gov/ttn/airs/airsaqs/index.htm 

 
However, based on Section 107(d)(3)(E)(i) of the Clean Air Act (CAA), the PM2.5 
monitoring data has to show that the three-year average of the annual mean values, 
based on data from all monitoring sites in the area or its affected downwind environs, 
are below 15.0 µg/m3. Moreover, in accordance with the CAA Amendments, three 
complete years of monitoring data are required to demonstrate attainment at a 
monitoring site. In addition, U.S. EPA regulations require at least 75% data capture in 
each quarter of a consecutive 3-year period in order for a design value to be valid.  
 
Table 1 shows that monitor site 39-151-0017, located at 1330 Dueber Avenue, did not 
comply with the 75% data capture requirement in 2009.  Specifically, the first quarter 
(January, February, and March) of 2009 has only 67% capture.   
 
In order to comply with U.S.EPA 75% capture requirements, Ohio EPA prepared a 
statistical analysis using imputation and subsequent Bootstrap analysis.   Missing 
values for site 39-151-0017 were generated and subjected to ordinary analysis as if the 
imputed values were real measurements (this approach is usually better than excluding 
subjects with incomplete data).  Most methods for the accounting of incomplete data 
can be complex; the imputation/Bootstrap method prepared by Ohio EPA, however, is a 
relatively simple method to implement, even though the computations can be slow.  This 

Average
2009 2010 2011 2009-2011

39‐151‐0017 Stark 13.1 14.4 12.8 13.4
39‐151‐0020 Stark 11.9 13.8 11.3 12.3

Less than 75% capture in at least one quarter

Annual Standard

Site County
Year
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39-153-0017 as Site C, and 39-153-0023 as Site D.  It should be noted here that the 
second monitor in Canton, 39-151-0020, was not considered as a reference due to a 
lack of sufficient data in certain quarters of earlier years used in this analysis (Table 3). 
 
1. Canton-Massillon Annual Design Value History 
 
Table 2 – Historic Design Values for Stark and Summit Counties, 2003 to 2010 
 

 
 
From Table 2, both monitors in Stark County have design values that meet the PM2.5 
annual standard since the 2006-2008 period.  However, Site A has not proven clean 
data in 2009, and therefore it makes the entire nonattainment area ineligible for re-
designation based on the 2009-2011 period.  As mentioned previously, the lack of clean 
data in 2009 is due to the low percentage (67%) of data capture in the first quarter of 
2009. 
 
The imputation and Bootstrapping procedures will generate the necessary missing data 
to provide a re-calculated 2009-2011 design value for Site A. 
 
2. Correlation, Quarterly Data Capture, and Data Site Pairing 
 
Although location is a critical factor in determining the suitability of a monitor to serve as 
a reference for missing data imputation, a more rigorous statistical analysis was 
necessary to differentiate between Site C and Site D.  To this end, three analyses were 
performed.  Firstly, a linear regression of the reference monitor to Site A was performed.  
In a linear regression, the relationship between a dependent variable (Site A data), Y, 
and an independent variable, X (Site C or D data), is assessed.  The familiar straight 
line regression model, Y = mX  + b was used here.  Under this model, linear regression 
finds the straight line that minimizes the sum-of-squares differences between the line 
and the Y data.  The purpose of the regression analysis was to determine the degree of 
correlation between Site A and Site C and D.  The statistic of interest, R2, describes the 
degree of relationship between two variables1 (variables or site concentrations in Site A 
and C and D).  R2 is only a descriptive statistics.  Roughly speaking, we associate a 
high value of R2 with a good fit of the regression line and associate a low value of R2 
with a poor fit.   
 
Secondly, the mean of the quarterly data captured (the mean of the percentage 
captured) allowed the central tendency of each site to be verified, providing a second 

                                            
1 An R2 value of 0.0 means that knowing X does not help to predict Y, there is no linear relationship 
between X and Y. When R2 equals 1.0, all points lie exactly on a straight line with no scatter; knowing X 
predicts Y perfectly. 

1999‐2001 2000‐2002 2001‐2003 2002‐2004 2003‐2005 2004‐2006 2005‐2007 2006‐2008 2007‐2009 2008‐2010 2009‐2011
39‐151‐0017 A Stark 18.3 18.0 17.3 16.6 16.7 16.0 16.1 14.8 14.3 13.8 13.4
39‐151‐0020 B Stark 16.9 16.4 15.8 15.0 15.2 14.2 14.3 12.9 12.9 12.7 12.3
39‐153‐0017 C Summit 17.4 17.0 16.6 15.7 15.6 15.0 14.9 14.0 13.7 13.3 12.6
39‐153‐0023 D Summit 16.2 16.3 15.6 15.0 14.6 14.1 14.1 13.1 12.7 12.3 11.7

Less than 75% capture in at least one quarter
Violating Design Value

Site ID CountySite
Annual Design Value



means of determining what site (C or D) has a more complete data record from which to 
impute data for Site A.  
 
Finally, although not as statistically significant as the correlation or mean of the 
percentage captured, pairing the site data seeks to reduce variability between data sets.  
Particular focus was placed on 2009-2011, the period for which the redesignation 
request is based upon and the period in which Site A demonstrated less than 75% 
capture in the first quarter of 2009.  
 
Below are the results for Site A vs. C and for Site A vs. D. 
 
Figure 2: Linear Regression: Site A vs. Site C: 

 
 
 

 
 
 
 
 
 
 
 
 
 

y = 0.9721x + 1.2388
R² = 0.8753
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Site C Concentration (µg m-3)

Site A vs. Site C
Linear Regression

ANOVA
df SS MS F Significance F

Regression 1 62478.3728 62478.37 9180.234 0
Residual 1308 8901.920173 6.805749
Total 1309 71380.29298

CoefficientsStandard Error t Stat P‐value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 1.23884 0.155837522 7.949532 4.02E‐15 0.933116533 1.54455418 0.933116533 1.544554181
X Variable 1 0.97209 0.01014561 95.81354 0 0.95218335 0.99199025 0.95218335 0.991990246

Regression Statistics
Multiple R  0.935568718
R Square  0.875288826
Adjusted R 
Square 0.875193481
Standard Error  2.60878312
Observations  1310



Figure 3: Linear Regression: Site A vs. Site D: 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

y = 0.9941x + 1.8143
R² = 0.8807
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Site D Concentration (µg m-3)

Site A vs Site D
Linear Regression

ANOVA
df SS MS F Significance F

Regression 1 42723.00423 42723 5981.858 0
Residual 810 5785.097836 7.1421
Total 811 48508.10207

Coefficients Standard Error t Stat P‐value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 1.8142945 0.193758463 9.3637 7.42E‐20 1.43396659 2.19462241 1.43396659 2.19462241
X Variable 1 0.99412681 0.012853569 77.342 0 0.968896579 1.01935704 0.968896579 1.019357044

Regression Statistics
Multiple R  0.938477
R Square  0.88074
Adjusted R 
Square  0.880592
Standard Error  2.67247
Observations  812



Table 3: Quarterly Data Capture 
 

 
 
 
 
 

A B C D
2003 Q1 93% 87% 86% 90%
2003 Q2 97% 97% 89% 88%
2003 Q3 90% 90% 91% 91%
2003 Q4 87% 97% 90% 97%
2004 Q1 87% 87% 98% 84%
2004 Q2 93% 90% 92% 92%
2004 Q3 97% 90% 96% 99%
2004 Q4 70% 73% 98% 97%
2005 Q1 80% 83% 92% 80%
2005 Q2 84% 90% 94% 100%
2005 Q3 93% 90% 100% 100%
2005 Q4 87% 77% 90% 94%
2006 Q1 93% 97% 100% 100%
2006 Q2 90% 83% 100% 93%
2006 Q3 97% 23% 100% 90%
2006 Q4 90% 100% 97% 97%
2007 Q1 97% 93% 97% 100%
2007 Q2 93% 93% 100% 100%
2007 Q3 74% 58% 100% 97%
2007 Q4 30% 30% 87% 93%
2008 Q1 0% 0% 87% 97%
2008 Q2 40% 53% 100% 90%
2008 Q3 84% 71% 100% 94%
2008 Q4 97% 90% 100% 93%
2009 Q1 67% 87% 77% 93%
2009 Q2 91% 84% 97% 90%
2009 Q3 99% 90% 91% 97%
2009 Q4 93% 90% 100% 94%
2010 Q1 84% 97% 99% 90%
2010 Q2 88% 77% 100% 90%
2010 Q3 96% 97% 100% 97%
2010 Q4 96% 97% 100% 84%
2011 Q1 97% 97% 91% 100%
2011 Q2 96% 97% 93% 93%
2011 Q3 84% 87% 100% 90%
2011 Q4 92% 97% 100% 100%

MEAN 84% 82% 95% 94%
MEAN: 2009‐2011 90% 91% 96% 93%

Q
ua
rt
er
ly
 D
at
a 
Ca
pt
ur
e 
20

03
‐2
01

1

Monitoring Sites



Table 4: Paired Data by Site and Quarter 
 

 
 

The R2 value of the linear regression for Site A and Site C is 0.8753, and the R2 value 
for Site A and Site D is 0.8807.  Thus, the linear relationship between Site A and Site D 
is stronger than that of Site A and C, although this difference is marginal.  By 
examination of the mean quarterly data capture (Table 3), in particular between 2009 
and 2011, Site C demonstrates 96% data capture, and Site D 93% data capture.  Lastly, 
Table 4 shows that significantly more data pairings occurred between Site A and Site C 
(1319 pairings) than the number of pairings between Sites A and D (809).   
 
Based on the three statistical categories used to determine the reference monitor, Site 
C provided more data pairings, as well as a more complete data record, in particular 
over the 2009 to 2011 period.  Although the R2 value of Site A vs Site C was somewhat 
smaller than that of Site A and Site D, this difference was considered negligible, and 
Site C was used as the reference monitor in the data imputation procedure.  However, 
due to the greater R2 value between Site A and Site D, the data imputation procedure 
and Bootstrap was also performed using Site D as a reference, for the purposes of 
comparison and completeness. 
 
3. Data Imputation and Bootstrap Analysis 
 
Data imputation was conducted using the mathematical relationship established by the 
linear regression procedure between Site A and Site C, which takes the form: 

 
Y = mX  +  b 

 
where m is the slope, X the value recorded at the reference monitor, and b the intercept.  
For the imputation of missing values at Site A, m = 0.9721 and b = 1.2388.  After 
applying the above equation to all missing data in Site A, we recalculated the design 
values based on the three-year average of the annual mean concentrations for all 
existing years in Site A (Site 39-151-0017). Table 5 shows Site 39-151-0017 before and 
after the imputation of missing data.  It should be noted that both before and after 
inclusion of the imputed data, Site A demonstrated a passing design value for the 2009-
2011 period (13.4 and 13.5, respectively). 
 
Table 5: Annual Design Values Before and After Imputation 
 

 
 

SITE  Pairs Q1 Pairs Q2 Pairs Q3 Pairs Q4 Total
A vs C 308 324 355 332 1319
A vs D 178 215 211 205 809

All Quarters, 2003‐2011

Site ID County 2003 2004 2005 2006 2007 2008 2009 2010 2011 '03-'05 '04-'06 '05-'07 '06-'08 07-'09 '08-'10 '09-'11
OLD 39-151-0017 Stark 16.8 15.5 17.8 14.6 15.9 13.9 13.1 14.4 12.8 16.7 16.0 16.1 14.8 14.3 13.8 13.4
NEW 39-151-0017 Stark 16.8 15.2 17.8 14.6 15.4 14.2 13.2 14.4 12.8 16.6 15.9 15.9 14.7 14.3 13.9 13.5

Incomple data (quarter with <75% data capture)

Annual Design ValueYear



As state
referenc
annual a
15.3, 14
Site C (1
 
To prov
average
mean, s
(b) used
Bootstra
adds th
calculate
Bootstra
pseudo-
intercep
respectiv
 
Figure 4:
 

 
 
 

Fig
are

ed previous
ce monitor 
averages u

4.3, and 13
15.2, 15.4, 

vide a mea
e design va
standard de
d to genera
ap analysis 
hose resam
es a new
apped slope
-confidence
t from the B
vely. 

Distribution

gure 4: Histog
ea represents

ly, the impu
for the sak

using imput
.0, respecti
14.2, and 1

asure of co
lues, a Boo

eviation, an
ate the rep
randomly 

mpled resi
w slope an
e and interc
e interval c
Bootstrap a

n of Slope Va

gram of the slo
s the 95% con

utation proc
ke of comp
ted data w
ively.  Thes
13.2) as the

onfidence i
otstrap ana

nd 95% con
placement d
resamples 
duals to t

nd intercep
cept values
can be de
analysis of 

alues 

ope values fro
nfidence inter

cedure was
parison.  Fo
ith Site D a
se values a
e reference

n the impu
alysis was c
nfidence int
data values
the real re
the impute
pt at each
s were calc
termined. 
Site A vs S

om a 1000 ite
rval.

s also cond
or 2004, 20
as the refe

are very sim
, as shown 

uted data a
conducted. 
terval for th
s at Site A
siduals from
ed data v
h iteration
culated, from
 The distr

Site C are s

eration Bootst

ducted usin
007, 2008,

erence mon
milar to thos
 in Table 5

as well as 
  This anal

he slope (m
A.  As deta
m the regre
alues, and
.  Thus, 
m which a 
ribution of 
shown in Fi

trap analysis.

ng Site D as
 and 2009

nitor were 
se imputed
.   

the three-
lysis provid

m) and inter
ailed above
ession anal
d subsequ
1000 pair
mean and 
the slope 

igures  4 an

.  The shaded

s the 
9, the 
15.1, 
 with 

-year 
ded a 
rcept 
, the 
lysis, 
ently 

rs of 
95% 
and 

nd 5, 

 
d 



Figure 5:
 

 
 
 
The res
Bootstra
imputati
the accu
using th
design v
This ana
 
Table 6: I

Lower
Imputed
Upper

From Ta
replace 

Fig
sha

Distribution

ultant mea
ap analysis
on perform
uracy of th
e upper an
values for a
alysis is sum

Imputed Qua

20
Q

r 95%  13
d Value  13
r 95%  13

able 6, it ca
missing va

gure 5: Histog
aded area rep

n of Intercept

n of the slo
s compare 

med at Site 
e regressio
d lower bou

all quarters 
mmarized in

arter Average
Qua

004 
Q4 

2007 
Q3 

3.26  18.20 
3.4  18.4 
3.56  18.55 

an be shown
lues at Site

gram of the in
presents the 9

t Values 

ope, mboot 
favorably 

A, m = 0.9
on model u
unds of the
in which Si
n Table 6.

es with Uppe
rter with <75

2007 
Q4

13.43
13.8
14.08

n that in ea
e A, the qua

tercept value
95% confiden

= 0.9722, a
to those 

9721 and b
used to imp
e 95% confi
ite A demo

er and Lower
5% Data Captu
2008 
Q1

20
Q

15.68 12
16.3 12
16.91 12

 
ach quarter 
arterly avera

s from a 1000
nce interval.

and interce
values ac

b = 1.2388.
pute missin
dence inter
nstrated les

r 95% Confid
ure
008 
Q2

2009
Q1

2.08 15.27
2.4 15.4
2.70 15.49

for which i
age was we

0 iteration Bo

ept, bboot = 
ctually used
.  Additiona
ng data can
rval to calcu
ss than 75%

dence Values

9 

7
4
9

mputed da
ell within th

ootstrap analy

1.240 from
d for the 
al confidenc
n be gaine
ulate a rang
% data cap

s 

ta were use
he 95% pse

ysis.  The 
 

m the 
data 
ce in 

ed by 
ge of 

pture.  

ed to 
eudo-



confidence interval resulting from the 1000 iteration Bootstrap analysis.  This suggests 
that the slope and intercept used to generate the imputed values are representative of 
the relationship between Site A and Site C, and therefore suitable for generating 
replacements for missing data values.  It should be stated that, even when using the 
calculated upper boundary for all quarters in the 2009-2011 period, the three year 
design value for this period is 13.9, and therefore still passing the annual PM2.5 NAAQS 
of 15.0 µg m-3. 
 
In summary, the PM2.5 three-year average design value from 2009-2011 for monitor 39-
151-0017 prior to the inclusion of imputed data was 13.4.  Although this value was 
below the annual standard, the lack of clean data in the first quarter of 2009 made this 
value invalid.  Therefore, an imputation and Bootstrap analysis was performed to 
replace missing values with valid numbers to achieve the 75% capture criteria.  
Incorporating these imputed values, a new design value of 13.5 for the 2009-2011 
period was calculated.  New design values for both Stark County monitors are 
summarized in Table 7. 
 
Table 7: Historic Design Values and Imputed Design Values, 1999-2011 

 
  
 
24-hour Standard 
 
The 24-hour PM2.5 standard is calculated as the three-year average of annual 98th 
percentile 24-hour average values, recorded at each monitor.  As with the annual 
standard, U.S. EPA regulations require at least 75% data capture in each quarter of a 
consecutive 3-year period in order for the 24-hour standard to be valid, and, as with the 
annual standard, monitor 39-151-0017(Site A) did not meet this criteria due to a quarter 
of less than 75% capture in 2009.  Using the same method described above to generate 
imputed values for the missing data at Site A, a new 24-hour design value was 
calculated.  Table 8 shows the historic record of 24-hour design values for both PM2.5 
monitors located in Stark County. 
 
 
 
 
 
 
 

1999-2001 2000-2002 2001-2003 2002-2004 2003-2005 2004-2006 2005-2007 2006-2008 2007-2009 2008-2010 2009-2011
39-151-0017 Stark 18.3 18.0 17.3 16.6 16.7 16.0 16.1 14.8 14.3 13.8 13.4
39-151-0020 16.9 16.4 15.8 15.0 15.2 14.2 14.3 12.9 12.9 12.7 12.3

incomplete data (quarter with <75% capture)
violating DV

1999-2001 2000-2002 2001-2003 2002-2004 2003-2005 2004-2006 2005-2007 2006-2008 2007-2009 2008-2010 2009-2011
39-151-0017 Stark 18.3 18.0 17.3 16.5 16.6 15.9 15.9 14.7 14.3 13.9 13.5
39-151-0020 16.9 16.4 15.8 14.9 15.2 14.5 14.6 13.5 13.2 13.0 12.3
Imputed data substituted to compensate for <75% capture

violating DV

Site County
Annual Design Values

Site County
New Annual Design Values Using Imputed Data



Table 8: Stark County 24-hour Design Values   
 

 
 
For the 2009-2011 period, monitor 39-151-0020 demonstrates 75% or better data 
capture, and a valid, passing design value of 28.  Monitor 39-151-0017, however, 
demonstrates an in-valid, passing design value of 30 for this same period of record.  
Using the same data set with imputed values for missing data at Site A derived from 
reference monitor 39-153-0017 (Site C)  from which the annual design values were 
calculated, new annual 98th percentile values and three-year averages were also 
calculated from 2003 to 2011.  These data are summarized in Table 9. 
 
Table 9: Monitor 39-151-0017 24-hour Design Values with Imputed Data 
 

   
 
Inclusion of imputed data significantly increased the number of creditable samples for 
each year in which monitor 39-151-0017 did not have sufficient data to meet the 75% 
data capture criteria, but this did not have a significant impact on the annual 98th 
percentile values or the three-year averages.  With imputed data, monitor 39-151-0017 
demonstrates a passing value of 30 for the 2009-2011 period, with sufficient data to 
meet the 75% capture criteria. 

39‐151‐17 2003 2004 2005 2006 2007 2008 2009 2010 2011
Creditable Samples 111 106 111 111 89 67 320 111 336 2003‐2005 2004‐2006 2005‐2007 2006‐2008 2007‐2009 2008‐2010 2009‐2011
 98th Percentile 34.2 36.3 47.6 32.2 33.4 37.9 30 33 28.1 39 39 38 35 34 34 30

39‐151‐20 2003 2004 2005 2006 2007 2008 2009 2010 2011
Creditable Samples 112 104 104 92 83 65 107 112 114 2003‐2005 2004‐2006 2005‐2007 2006‐2008 2007‐2009 2008‐2010 2009‐2011
 98th Percentile 34.5 32.8 39.3 26.1 32.8 29.8 27.5 32.2 23.1 36 33 33 30 30 30 28

<75% data capture in a least one quarter

Year
24‐hour Design Value

24‐hour Design Value

39‐151‐17 OLD 2003 2004 2005 2006 2007 2008 2009 2010 2011
Creditable Samples 111 106 111 111 89 67 320 111 336 2003‐2005 2004‐2006 2005‐2007 2006‐2008 2007‐2009 2008‐2010 2009‐2011
 98th Percentile 34.2 36.3 47.6 32.2 33.4 37.9 30 33 28.1 39 39 38 35 34 34 30

39‐151‐17 NEW 2003 2004 2005 2006 2007 2008 2009 2010 2011
Creditable Samples 111 122 111 111 113 119 334 111 336 2003‐2005 2004‐2006 2005‐2007 2006‐2008 2007‐2009 2008‐2010 2009‐2011
 98th Percentile 34.2 36.3 47.6 32.2 33.4 38.1 30.3 33 28.1 39 39 38 35 34 34 30

<75% data capture in a least one quarter
Year includes one or more quarters with imputed values

Year
24‐hour Design Value

24‐hour Design Value


